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Trailblazer Statistics: Comparing and Contrasting Key Topics 

Hello, Trailblazers! Today, we’re traveling back in time to meet the genius who made sense of 
numbers before calculators were even a thing. Buckle up, because we’re about to meet... The 
Father of Statistics! Drumroll, please! 

 

Meet Sir Ronald A. Fisher, a brilliant British scientist from the early 1900s. He’s often called The 
Father of Statistics. Why? Because he helped transform statistics into the powerful tool we use 
today for everything from science to sports, and yes, even memes. Without Fisher, data would be a 
chaotic mess—like your desk before cleaning day! 

 

But wait, Sir Fisher wasn’t just a math whiz; he had a knack for solving practical problems too. In 
fact, one of his most famous experiments was inspired by a simple cup of tea. Let me tell you the 
story… 

 

We'll call it, "Tea, Milk, and a Scientific Showdown!" 

Picture this: It’s the early 20th century in England. Afternoon tea is all the rage. Fisher’s colleague, 
Muriel Bristol, claimed she could tell whether milk was poured into her tea before or after the tea 
itself. Now, most people would shrug and say, 'Okay, sure,' but not Fisher. He thought, 'Let’s test 
this!' 

 

So, Fisher designed an experiment. He prepared eight cups of tea: four with milk added first and 
four with tea added first. Then, he mixed them up randomly and asked Muriel to taste and identify 
each one. 
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What do you think happened? Was her claim just a lucky guess? 

 

Muriel nailed it. She correctly identified all eight cups! Fisher concluded it wasn’t luck but 
statistically significant—a term that means her results were too precise to happen by chance. 

 

And now, Trailblazers, it’s your turn. Later today, we’ll recreate Fisher’s legendary tea-tasting 
experiment to learn about randomization and how to test a hypothesis! 

 

But Fisher didn’t just stop with tea. He also stirred up some drama in the world of statistics. He 
openly challenged the ideas of another famous statistician, Karl Pearson. Pearson’s methods were 
the gold standard of the time, but Fisher thought they were flawed. 

 

Their feud led to some amazing breakthroughs. Fisher created tools like the Analysis of Variance 
(ANOVA) to compare multiple datasets and determine if their differences were significant. Today, 
we use these tools in everything from biology to business. 
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We’ll dive deeper into this in a Socratic discussion soon, where we’ll debate why challenging old 
ideas is so important for innovation. 

 

Now, let’s talk about the tools Fisher gave us and the vocabulary you’ll need to use them: 

 

Statistics: The science of collecting, organizing, analyzing, and interpreting data. It’s how we make 
sense of the world. 

Data: Just a fancy word for information. 

Mean, Median, and Mode: The three amigos of data. Mean is the average, median is the middle, and 
mode is the most common. 

Probability: The likelihood of an event happening. Remember: theoretical probability is what should 
happen, and experimental probability is what happens. 

Randomization: A way to ensure fairness in experiments, like mixing up teacups. 

These are just a few gems in Fisher’s toolbox. 

So, Trailblazers, Sir Ronald Fisher didn’t just invent statistics, he made it fun, practical, and 
powerful. Whether it’s tea-tasting, scientific discovery, or challenging old ideas, Fisher showed us 
how numbers can tell incredible stories. 

 

Get ready for our tea experiment later and start thinking about how statistics can help us solve 
mysteries in everyday life. Remember, when in doubt, ask yourself: 'What would Fisher do?' Spoiler: 
He’d grab the data and figure it out! 
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Foundational Vocabulary 
1. Statistics – The study of collecting, organizing, analyzing, and interpreting data. 

2. Data – Information collected for analysis or reference. 

3. Variable – A characteristic or attribute that can take on different values. 

4. Dataset – A collection of data points or values. 
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Descriptive Statistics Vocabulary 
5. Mean – The average value of a dataset, found by dividing the sum of all values by the 

number of values. 

6. Median – The middle value in a dataset when arranged in ascending or descending 
order. 

7. Mode – The most frequently occurring value(s) in a dataset. 

8. Range – The difference between the largest and smallest values in a dataset. 

9. Interquartile Range (IQR) – The spread of the middle 50% of a dataset, calculated 
as Q3−Q1Q3−Q1. 

 

Graph and Visualization Vocabulary 

10. Histogram – A bar graph that shows the frequency of data in specific ranges or 
intervals. 

11. Scatterplot – A graph that shows the relationship between two variables using points. 

12. Box Plot (Box-and-Whisker Plot) – A graphical representation of data showing the 
minimum, Q1, median, Q3, and maximum values. 

 

Probability Vocabulary 
13. Probability – A measure of how likely an event is to occur. 

14. Experimental Probability – Probability based on the results of an experiment. 

15. Theoretical Probability – Probability based on what is expected to happen in an ideal 
scenario. 

 

Data Analysis Vocabulary 

16. Standard Deviation – A measure of how much data values deviate from the mean. 

17. Skewness – A measure of the asymmetry of a dataset’s distribution. 

18. Correlation – A relationship between two variables where one variable tends to change 
with the other. 

19. Causation – When one variable directly affects or causes a change in another. 

20. Outlier – A data point significantly different from other data points in a dataset. 
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NEAT NOTEBOOK 
1. Probability: Experimental vs. Theoretical 

Description: Probability helps us predict how likely an event is to happen. Theoretical probability is 
based on expected outcomes, while experimental probability comes from actual trials or 
experiments. 

Example: 

• A die has 6 sides. The theoretical probability of rolling a 3 is 1661 or ~16.67%. 

• Let’s roll a die 30 times. Suppose you roll a 3 five times. 

• Experimental Probability: 530=16.67%305=16.67%. 

Your Task: 

1. Toss a coin 20 times and record the number of heads. 

2. Compare the theoretical probability of heads (50%) with your experimental results. 

3. Write: Why might experimental results differ from theoretical ones? 

 

2. Variability: Range, IQR, and Standard Deviation 

Description: Variability measures how spread out data is. 

• Range: The simplest measure, showing the difference between the highest and lowest 
values. 

• IQR (Interquartile Range): Shows the spread of the middle 50% of data. 

• Standard Deviation: Measures how far data points are from the mean. 

Example Dataset: Test scores = [78, 85, 92, 70, 88]. 

• Range: 92−70=2292−70=22. 

• IQR: 

• Arrange scores: [70, 78, 85, 88, 92]. 

• Median = 85; Q1 = 78; Q3 = 88. 

• IQR=Q3−Q1=88−78=10IQR=Q3−Q1=88−78=10. 

• Standard Deviation: ~7.6 (calculated using a tool). 

Your Task: 

1. Calculate the range and IQR for this dataset: [55, 60, 65, 70, 75, 80, 85]. 
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2. Discuss: Why might the IQR be more useful than the range for understanding data spread? 

 

3. Data Distributions: Skewness and Symmetry 

Description: Data can be symmetrical or skewed: 

• Symmetrical: Mean = Median = Mode (e.g., test scores). 

• Skewed: Mean is pulled toward the longer tail (e.g., income data). 

Example: 

• Symmetrical Data: Test scores: [70, 75, 80, 85, 90]. 

• Mean = Median = Mode = 80. 

• Shape: Bell curve. 

• Skewed Data: Income: [20k, 25k, 30k, 35k, 100k]. 

• Mean = ~42k, Median = 30k. Shape: Right skew. 

Your Task: 

1. Create a histogram for these scores: [50, 60, 70, 70, 80, 90, 100, 100]. 

2. Analyze: Is the data symmetrical or skewed? Justify your answer. 

 

4. Correlation vs. Causation 

Description: Correlation shows a relationship between two variables, but it doesn’t mean one 
causes the other. Causation proves that one variable directly affects another. 

Example: 

• Correlation: Ice cream sales and swimming pool visits rise together. (Positive correlation 
but no causation.) 

• Causation: Hours studied and test scores. (More studying causes better scores.) 

Your Task: 

1. Review this scenario: "The number of umbrellas sold increases when it rains." 

• Is this correlation or causation? Why? 

2. Think of a real-world example where correlation is not causation and explain. 

 

Reflection 
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Choose one topic from above and explain it in your own words. Provide a real-life example to 
demonstrate your understanding. 
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Sir Ronald Fisher’s Tea Experiment: A Scientific Method Breakdown 

 

Purpose 

To determine if a person can accurately identify whether milk was poured into tea before or after 

the tea itself using their sense of taste. 

 

1. Ask a Question 

Definition: 

The scientific process begins with a clear and testable question that sets the focus for the 

experiment. 

In the Tea Experiment: 

Can a person accurately identify the order in which milk and tea are added to a cup based solely 

on taste? Fisher’s colleague claimed she could, and this question aims to scientifically verify her 

claim. 

 

2. Do Background Research 

Definition: 

Gathering prior knowledge and context helps inform your hypothesis and method design. 

In the Tea Experiment: 

Fisher was aware that taste perception is complex and often subjective. He also knew that chance 

could influence results. This led him to carefully design an experiment that could differentiate 

between real ability and random guessing. 

 

3. Form a Hypothesis 

Definition: 

A hypothesis is an educated guess that predicts the outcome of the experiment. It is often stated 

as a relationship between variables. 

In the Tea Experiment: 

The hypothesis is: The taster will correctly identify whether milk or tea was added first more 

often than would occur by random chance (greater than 50% accuracy). 
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4. Design the Experiment 

Definition: 

Plan a controlled test to evaluate the hypothesis. This involves identifying variables, creating a 

setup, and determining how to collect data. 

In the Tea Experiment: 

• Controlled Variables: The same type of tea, milk, and cups are used to ensure 

consistency. 

• Randomization: Fisher prepared 8 cups, 4 with milk added first and 4 with tea added 

first. The order of the cups was randomized so the taster couldn’t guess based on patterns. 

• Procedure: The taster would evaluate each cup and guess the preparation method. Their 

responses were recorded and compared to the actual preparation. 

 

5. Conduct the Experiment 

Definition: 

Carry out the experiment by following the planned procedure and collecting data. 

In the Tea Experiment: 

1. Prepare 8 cups: 

o 4 with milk-first and 4 with tea-first. 

2. Randomize the order of the cups and record the preparation sequence. 

3. Present the cups one at a time to the taster, who identifies the preparation method for 

each cup. 

4. Record the taster’s responses. 

 

6. Analyze the Data 

Definition: 

Examine the data collected during the experiment to identify patterns, trends, or deviations that 

address the hypothesis. 

In the Tea Experiment: 

• Compare the taster’s responses to the actual preparation. 

• Count the number of correct guesses. 
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• Calculate the probability of their performance being due to chance (random guessing 

predicts ~4 correct answers out of 8). 

• If the taster’s accuracy significantly exceeds random guessing (e.g., 6 or more correct), it 

suggests their claim might be valid. 

 

7. Draw a Conclusion 

Definition: 

Summarize the results and determine whether the data supports the hypothesis. 

In the Tea Experiment: 

• If the taster identifies more than 6 cups correctly: This result suggests their ability to 

detect the preparation method is unlikely to be due to chance. 

• If their accuracy is closer to 4 correct guesses: The hypothesis is not supported, 

indicating that the taster’s claim may not hold up under scrutiny. 

 

8. Communicate Results 

Definition: 

Share the findings in a clear and structured way, allowing others to evaluate and replicate the 

study. 

In the Tea Experiment: 

Fisher published his work on experimental design, highlighting how to use randomization and 

statistical significance to evaluate claims. His findings influenced how experiments are 

conducted to this day! 

 

Why This Matters 

The tea experiment teaches us how to apply the scientific method to everyday claims, 

emphasizing careful design and analysis to separate perception from reality. It’s a fun and 

practical way to bring science to life! 
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Socratic Discussion: Debating the Scientific Method, Statistics, and Fisher’s Tea 

Experiment 

 

Instructions: 

• Use these questions to spark a lively discussion about science, experiments, and how we 

use data to figure things out. 

• For each question, check out the pros (good things) and cons (challenges) to help you 

think critically. 

• Share your thoughts, examples, or ideas during the discussion. 

 

1. Is it important to test claims scientifically? 

Definition: Testing claims scientifically means using experiments to see if something is true, 

instead of just believing it. 

Example Teens Can Relate To: 

Someone claims their favorite energy drink helps them focus better while gaming. Should we 

test that? 

Pros: 

• It gives real proof instead of just opinions. 

• You can avoid being tricked by ads or rumors. 

Cons: 

• Testing can take time and resources. 

• Some things might not be easy to test, like personal preferences. 

 

2. Should experiments always involve randomization? 

Definition: Randomization means mixing things up to avoid bias or cheating. 

Example Teens Can Relate To: 

If you’re testing which sneaker brand helps people run faster, would it be fair to let one group 

always go first? 

Pros: 
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• Makes experiments fair. 

• Reduces the chance of someone gaming the results. 

Cons: 

• Sometimes it’s hard to randomize, like in small groups. 

• Randomization might not change much if the groups are already fair. 

 

3. Is it possible for chance to affect experimental results? 

Definition: Chance means things can happen randomly, even if you’re trying to avoid it. 

Example Teens Can Relate To: 

A friend flips a coin and gets “heads” five times in a row. Does that mean the coin is broken, or 

was it just luck? 

Pros: 

• Shows why we should repeat experiments to rule out luck. 

• Teaches the importance of doing math (like probability). 

Cons: 

• People might blame “chance” instead of looking deeper. 

• Small experiments can exaggerate random results. 

 

4. How do we determine if a hypothesis is valid? 

Definition: A hypothesis is a guess you can test. Valid means the test shows it’s likely true. 

Example Teens Can Relate To: 

If you think studying while listening to music improves test scores, how would you prove it? 

Pros: 

• Testing makes sure the guess isn’t just a coincidence. 

• Helps us understand the world better. 

Cons: 

• Some guesses (hypotheses) are really hard to test. 

• It’s easy to misinterpret results if the experiment isn’t designed well. 
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5. Should everyone learn statistics? 

Definition: Statistics is a way to use numbers to understand data and trends. 

Example Teens Can Relate To: 

Do you know how social media decides what trends to show you? Statistics play a big part! 

Pros: 

• Helps people understand numbers in real life (sports stats, game leaderboards). 

• Makes it harder to fall for fake news or misleading ads. 

Cons: 

• Some people find math boring or difficult. 

• Statistics can still be misused to trick people. 

 

6. Can experiments in everyday life be as valid as scientific studies? 

Definition: Everyday experiments are small tests, like trying something out for fun, while 

scientific studies are more formal and detailed. 

Example Teens Can Relate To: 

Testing which brand of chips tastes best at a party. 

Pros: 

• Encourages curiosity and problem-solving. 

• Can lead to practical, real-world results. 

Cons: 

• Less controlled, so results may not apply to everyone. 

• Can’t always prove anything beyond personal experience. 

 

7. Is Fisher’s tea experiment still relevant today? 

Definition: Fisher used statistics to test if someone could taste whether milk or tea was added 

first. 
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Example Teens Can Relate To: 

If someone says they can tell the difference between two brands of soda, would you test it? 

Pros: 

• Shows how to use science to solve simple questions. 

• Great example of designing fair experiments. 

Cons: 

• Some might think it’s too basic compared to modern science. 

• Most people don’t care about tea preparation anymore. 

 

8. Should small sample sizes be avoided in experiments? 

Definition: A small sample means testing only a few people or items. 

Example Teens Can Relate To: 

If you test only three brands of headphones, is that enough to decide the best brand? 

Pros: 

• Larger samples give more reliable results. 

• Reduces the effect of chance or bias. 

Cons: 

• Big samples can take too long or cost too much. 

• Sometimes small tests are the only option. 

 

9. Can personal experiences, like taste, be measured scientifically? 

Definition: Measuring subjective experiences (like taste) objectively means testing them in a fair 

and unbiased way. 

Example Teens Can Relate To: 

Your friend says pineapple doesn’t belong on pizza. Can science settle that argument? 

Pros: 

• Structured tests remove personal bias. 

• Results can be applied to bigger groups. 
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Cons: 

• Everyone has different preferences. 

• Taste and other senses can be influenced by mood or environment. 

 

10. Should researchers always aim for statistical significance? 

Definition: Statistical significance means results are unlikely to be due to chance. 

Example Teens Can Relate To: 

If a study shows that 95% of gamers prefer a certain console, is that enough to trust it? 

Pros: 

• Ensures findings are reliable. 

• Widely accepted in the scientific world. 

Cons: 

• Doesn’t guarantee real-world importance. 

• Can be misunderstood as “proof” instead of evidence. 

 

11. Is correlation often mistaken for causation? 

Definition: Correlation means two things are related, but causation means one thing causes the 

other. 

Example Teens Can Relate To: 

When ice cream sales go up, so do shark attacks. Does ice cream cause shark attacks? 

Pros: 

• Helps explain why we can’t jump to conclusions. 

• Teaches critical thinking. 

Cons: 

• Correlation can sometimes give good hints. 

• People still struggle to tell the difference. 
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12. Should the scientific method always follow strict steps? 

Definition: The scientific method is a process to ensure experiments are consistent and reliable. 

Example Teens Can Relate To: 

Do all great discoveries happen because someone followed all the steps exactly? 

Pros: 

• A structured approach helps avoid mistakes. 

• Makes experiments easier to replicate. 

Cons: 

• Some discoveries happen by accident (like penicillin!). 

• Strict steps can stifle creativity. 

 

Reflection: 

• Choose one question and write your opinion. Include examples to back up your thoughts. 

• Reflect: How does the scientific method help us explore and understand our world? 

 


